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Abstract: Incremental data mining is an attractive goal for many kinds of mining in large databases or data warehouses. A

new incremental updating algorithm rule growing algorithm (RGA) is presented for efficient maintenance discovered associ-

ation rules when new transaction data is added to a transaction database. The algorithm RGA makes use of previous associa-

tion rules as seed rules. By RGA, the seed rules whether are strong or not can be confirmed without scanning all the trans-

action DB in most cases. If the distributing of item of transaction DB is not uniform, the inflexion of robustness curve comes

very quickly, and RGA gets great efficiency, saving lots of time for I/0. Experiments validate the algorithm and the test

results showed that this algorithm is efficient.
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1 Introduction

Discovery of association rules is an important data
mining task, several algorithms have been proposed to
solve this problem, Apriori is the ancestor[1]. The
most important step in mining association is the Gener-
ation of frequent itemsets. Most of these algorithms
require repeated passes over the database, which incurs
huge 1/O overhead and high synchronization expense in
parallel cases[ 2-57]. So algorithms which are trying to
reduce costs are expected. Several algorithms [ 6-8 ]
have been proposed in the literature to solve this prob-
lem; most of them are based on the Apriori approach.
In this paper, we propose another algorithm of associ-
ation rule data mining—RGA. The seed rule grows in
database until the strong threshold. Association rules
that satisfy a user-specified minimum robustness
threshold are referred to as strong association rules and
are considered interesting. The key points are lies:
finding the seed rule, selecting where inseminating the
seed rules, how to bring up the rule, when to stop the
rule growth and get the robust rule.

2 Looking for seed rules

For a given set of task-relevant data, the data min-
ing process may discover thousands of rules, many of
which are uninteresting to the user. Generally, we can
give some constraints to data mining, which named
constraint-based mining. The constraints include the
following: knowledge type constraints, data con-

straints, dimension/level constraints, interesting con-
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straints, rule constraints etc. In order to looking for
the seed rules, we can make use of the rule con-
straints. The rule constraints mining allows users to
specify the rules to be mined according to their inten-
tion, thereby making the data mining process more ef-
fective. In addition, a sophisticated mining query opti-
mizer can be used to exploit the constraints specified by
the user. We call the rule constraints metarules, it al-
low users to specify the syntactic form of rules that
they are interested in mining. Metarules may be based
on the analyst’s experience, expectations, or intuition
regarding the data, or automatically generated based
on the database schema.

The following example, market basket analysis il-
lustrates how to finding the seed rules making use of
the metarules. Let’s look at AllFruits database:

AllFruits (transaction _id, iteml, item2, item3, i-
temd , item5)

The metarule can be used to specify this information
describing the form of rules you are interested in find-
ing. An example of such a metarule is

A(X,Y)— B(X,W)

Where A and B are predicate variables that are instan-
tiated to attributes from the given database during the
mining process, X is a variable representing a customer,
Y and W take on values of the attributes assigned to A
and B, respectively. Typically , a user will specify a list
of attributes to be considered for instantiation with A
and B. Otherwise, a default set may be used.

In all the transactions, the maximum item is five. If

there are rule constraints: the rule antecedent Y is i-
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tem,. The metarule may allow the generation of associ-
ation rules like the following:

buys(X,item;)— buys(X,item,)

buys(X,item;)— buys(X,item;)

buys(X,item,)— buys(X,item,)

buys(X,item, )— buys(X,items)

So the four rules can be the seed rules. General

speaking. according to the DMQL., we can always find
the seed rules.

3 Inseminating the seed rules

3.1 Asymmetry of transaction database

Let I={i,, iy ***s1,,; be a set of items. Let D=
(dy vdy s
each transaction d has a unique identifier and contains a
set of items such that d = I, d; = {item, , item, , **+,

item,, y. Giving enough d, the appearance of an item in

,d,} be a collection of transactions, where

the DB obeys the uniformity distributing. Supposing
P, =D, is the subset of D, probability of appearance
of an item in P;,denoted by Pro_item; .

Pro_item; = count _em (D
count _P,

Count_item is the count of one special item in P;,
count_p; is count of D in P;.

In the example of market basket analysis, total 10
000 transactions. We divide it into 20 subsets, and
count the Pro_item; respectively, as shown in Fig. 1,
The Pro_item; of an item in P; obey normal distribu-
ting, as shown in Fig. 2.
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Fig. 2 Distribution of pro_item

The distributing predicates that the average Pro_i-
tem is 0. 70, i. e. the probability of appearance of this i-

tem is 0. 70 in the transaction DB. The peak value is
0. 85, and the lowest value is 0. 6. It implies that the
distributing of item is not uniformity in the transaction
DB. Sometimes a large number of this item is sold,
but sometimes only a few. In fact, because of season,
weather or sales promotion and so on, the distribution
of item is not uniformity in the whole transaction DB,

and it is the basis of RGA.

3.2 Significance of appearance probability of rule an-
tecedent

Each discovered pattern should have a measure of
certainty associated with it that assesses the validity or
“trustworthiness” of the pattern. A certainty measure
for association rules of the form “A—B(C%)”, where
A and B are sets of items, C is confidence. Given a set
of task-relevant data tuples(or transactions in a trans-
action database) the confidence of “A—B” is defined
as:

confidence
(A > B) — ﬁ_m])les_containing_{mth_A_and_B

# tuples containing A

(2
In fact, the confidence can be converted into condition-
al probability P(B|A),
P(AB)

P(B|A = PA) (3)

The concept of confidence indicates that the appear-
ance probability of rule antecedent influences the inter-

esting of rule obviously, so the growing point can be
found according to the distributing of rule antecedent.

3.3 Selecting growing point

First of all, we propose one theorem.

Theoreml:if P(A) tends to large, then P (AB)
tend to large too.

Observing the distributing of Pro_item, Fig. 1, we
can find that Pro_itemg is the maximum value; the next
is Pro_item;, and then Pro_item,,, Pro_item;;. Ac-
cording to the theoreml, we select the subset that the
maximum of Pro_item belong, that is 6-th subset,
P ;the next is P;, and then P, , Py. if the seed rule
is not still robust after growing in these subsets, the
other subsets, such as P;, P, ,etc. must be consid-
ered.

4 Bringing up seed rule

In the example of market basket analysis, the seed
rules is buys(X,item,)— buys(X,item,), buys(X,i-
tem, )— buys(X,item;) ,buys(X,item,)— buys(X,i-
tem,) » buys(X,item,)— buys (X, item;). For exam-
ple,we bring up the first seed rule.

Supposing C,.,, denotes the count of tuples contai-
ning iten; s Cy,, cien, denotes the count of tuples con-
taining both item, and item,. P,CD, D={d, ,d;,***,
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d,} is a collection of transactions, C denotes the count
of tuples scaned. First scanning P;, the next is P,
and then P;,, Py;. The process of scanning P; as fol-
low:
Begin
C=0, C;zml =0, Cuml&umz =0;
DBSize=COUNT (P;);
for (i=1;i<=DBSize;i++){
if (d; containing item, )
Cien, T3
else if(d; containing both item, and item,)
Cizm] &item, ++;
CH++;
}
Return C, G, » G, item, 3
The process will be lasting until the seed rule matu-
ring. And we get the table containing C, Ci,,
Cion, &iem,. showed in Tab. 1.
Tab. 1 Count in the process of seed rule growing

No_subset C Citem Citem &item, — Support — robustness
6 100 85 70 0. 70 0.70
7 100 80 68 0.68 0. 69
12 100 76 64 0. 64 0.67
16 100 73 56 0. 56 0. 65

5 Getting mature and robust rule

The seed rule is growing up while the tuples in DB
is being scanned and counted. Then, how to recognize
the seed rule is mature, and is robust or not. If we
consider a seed rule is mature, we can stop the process
of rule growing, and then check robustness of the
rule.

5.1 Interesting measure of rule

There are many kinds of ways to measure the inter-
esting of rule. We introduce two interesting measures
to RGA., the one is support of pattern in subset, ac-
cording with user-specified maximum support degres-
sion threshold, the other is robustness of pattern, ac-
cording with

threshold.

1) Maturity measure of rule

user-specified minimum robustness

The support of pattern measures the potential use-
fulness of pattern. For association rules of the form “A
—B” where A and B are sets of items, it is defined as:

Support

(A—>B)=
# tuples containing both A_and B_in_ subset

total _# of tuples_in_subset

In chapter 3. 1, we divide the transaction DB into
many subsets, the numerator and denominator is coun-

4

ted in subset, of course the Support is rule Support in
subset,

2) Robustness measure of mature rule

We propose another interesting measure—robust-
ness, the robustness of “A—>B” is defined as

robustness

(A>B)— # tuples _containing _both_A_and_B

B tuples scaned

£ tuples_scaned denotes the count of tuples that have
scanned during the process of rule growing. So the ro-
bustness is a dynamic indicator, it indicates the seed
rule growing process.

(©))

5.2 Getting the mature and robust rule

In chapter 3. 1, we divide the transaction DB into
many subsets, Support is counted in each subset,
shown in Tab1l. Because the scanning order in the
transaction DB is corresponding to decline order of the
appearance probability of rule antecedent, the Support
of subset is decline, shown in Fig. 3 (a). We propose
two user-specified measures to decide whether the seed
rule is mature or not. One is maximum support de-
gression threshold, if the degression rate exceeds the
maximum support degression threshold, we consider
the seed rule is mature, such as point ; in Fig. 3(a).
If the degression rate does not exceed the maximum
support degression threshold during scanning in DB,
we adopt the second measure—Number of minimum
scanning tuples, in case of number of scanned tuples
exceeds the number of minimum scanning tuples, we
consider the seed rule is mature, too, such as point i,

in Fig. 3(b).
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Fig. 3 Support in process of rule growing

When the seed rule is mature, we must decide it is
robust or not. During the process of rule growing, ro-
bustness is descending, shown in Fig. 4. When the
seed rule is mature, if robustness of the seed rule ex-
ceeds user-specified minimum robustness threshold,
we consider the seed rule is robust or strong and con-
sidered interesting. Seed rule with low support likely



represent noise, or rare or exceptional cases.

A
70
N 50
~
T
g
=
g 10

N

i i subsel

Fig. 4 Robustness in process of rule growing

The curve of support indicates that the support de-
creases very slowly before i;. we can see that the seed
rule is growing in the subsets whose Pro_item is higher
than the average value. After i, , the support decreases
rapidly, and faster and faster.

If we finished scanning the transaction DB and get
the whole robustness curve, just like Fig. 5, we can
find that the minimum robustness, 10% ,is the support
in whole transaction DB.
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Fig. 5 Pro_Milk in subsets of DB, and DB,

We can confirm metarules are strong rules or not,
and need not scan all the transaction DB in most case.
If the distributing of item of transaction DB is not uni-
form, the i, comes very quickly, and RGA gets great
efficiency, saving lots of time for I/0. the worst situa-
tion is that the tuples which containing rule antecedent
and consequent are centralization, but the tuples which
containing rule antecedent are decentralization, we
must scan almost all the transaction DB in order to
confirming the metarule is strong or not.

We use a measure to denote the efficiency of RGA,
denoted by Pscan:

Pscan — # tuples scaned 6)

# wples DB
# _tuples_scaned denote the count of tuples which be
scaned during seed rule process. # tuples DB is the

count of total tuples in transaction DB.

6 Example

Some experiments have been carried out to evaluate
the performance of RGA. All the experiments were
performed on a Pentium 586 personal computer run-
ning windows 98 with main memory of 32 MB. We
applied the algorithms to two relational databases, the
two DB contain 10 000 transaction records of two small
supermarkets respectively. Most of the transaction re-
cords have five items or so. The supermarket manager
want to know which items are frequently purchased to-
gether with milk by customers.

According to RGA, we divide each DB into 100 sub-
sets. Pro_Milk of item milk shown as Fig. 5. The Pro
_Milk; of in P; obey normal distributing, but the vari-
ance ¢° is not the same, &0 =0. 05, 55 =0. 005, the dis-
tribution was shown in Fig. 6. Directed by the metarule
of “buys(X,item)— buys(X,item)”, we bring up the
seed rule “buys(X,milk)— buys(X,bread)”in the two
transaction DB. The curve of support is shown in Fig. 7.
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We can see that in DB, , the curve of support exists a
turning point at the 300" subset or so, and the degres-
sion rate exceed the user-specified minimum support
threshold, 10%, so we consider the seed rule is mature,
and the robustness is 96%, exceeding user-specified
minimum robustness threshold, we consider the seed
rule is robust or strong and considered interesting.

In DB, , the curve of support is descending uniform-
ly, and the degression rate does not exceed the user-
specified minimum support threshold,10% ,so we must
adopt the second measure—Number of minimum scan-
ning tuples, user-specified 7 000, when the 7 000®* tu-
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Fig. 7 Support in process of rule growing in DB, and DB,
ple is be scanned, the robustness of seed rule is 73% ,
satisfying user-specified minimum robustness thresh-
old, we consider the seed rule is robust or strong and
considered interesting too.

In the two DB, the efficiency of RGA are counted,
P, =0.3, Py, =0.7. In DB, , the rule antecedent
and consequent are centralized, so we get the high effi-
ciency. In DB, , the rule antecedent and consequent are
decentralized, in order to get the mature seed rule,
large user-specified number of minimum scanning tup-
les leads too many tuples be scanned, and decrease the
efficiency.

7 Conclusion

We have proposed new algorithms for efficient min-
ing of association rules, different from all existing al-
gorithms. We introduce a concept of rule growing.
consider that the seed rule is growing in database,
when the seed rule is mature and robustness, the rule
is considered strong rule and interesting. In order to
let the seed rule become mature as soon as possible,
we analyze the DB at first, divide the DB into many
subsets, select subset whose Pro_item is the largest in
the subsets as the jumping-off point. When the seed
rule is growing in DB, we propose two measures to de-
cide the seed rule is mature and robustness or not,
support and robustness. 1 robustness of the mature
seed rule exceeds user-specified minimum robustness
threshold, we consider the seed rule is robust or
strong and considered interesting.

Our algorithm has several advantages. First, the I/
O costs are quite limited because after analyzing the
DB, only part of DB would be scanned., and high effi-
ciency would be gotten when the rule antecedent and

consequent are centralized. Second, RGA can make
use of the metarule efficiently;it mines the association
rules based on metaerule. Third, our algorithm can be
used in incremental mining, suppose that we have got-
ten the association rules from current DB, when a set
of new tuples, /AADB, is inserted into the database,
RGA can bring up the association rules that have been
gotten, and then check these rules is robustness or
not. To confirm that, we have done the experiments
to validate the algorithm, the test results show that
our algorithm is efficient.
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